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A B S T R A C T

The β-glucosidase enzyme is a glycosyl hydrolase that breaks down the β-1,4 linkage of cellobiose. It is inhibited by glucose at high concentrations due to competitive 
inhibition. However, at lower glucose concentrations, the glucose-tolerant β-glucosidase from Humicola insolens (BGHI) undergoes stimulation. Proteins, in aqueous 
sugar solutions, tend to be preferentially hydrated, which generally promotes their stabilization. Thus, solvation phenomena may contribute to both glucose tolerance 
and stimulation processes. We have performed atomistic classical Molecular Dynamics (MD) simulations of BGHI at different glucose concentrations to mimic the 
conditions found in the catalytic experiments. A detailed examination of the solvent environment through the calculation of minimum distance distribution functions 
(MDDFs) and Kirkwood-Buff (KB) integrals was performed. The enzyme is preferentially hydrated in the presence of glucose at all concentrations. Nevertheless, the 
hydration does not prevent the glucose from directly interacting with the BGHI surface or from entering the active site. Based on the obtained results, we hypothesize 
that preferential hydration is beneficial for enzyme activity. At the same time, product inhibition has little effect at lower concentrations of glucose, and at higher 
glucose concentrations, competition for the active site becomes predominant and the enzyme is primarily inhibited.

1. Introduction

In industrial bioprocesses, it is vital to address the issue of enzyme 
activation or inactivation [1]. This is especially relevant when consid
ering the employment of biocatalysis in non-conventional media [2], 
meaning conditions that are not similar to those in which the enzyme is 
found naturally. Organic cosolvents, for example, can confer many 
modifications to enzymatic processes [3–6], especially if it is also a 
product of the enzymatic reaction [7]. This is the case of the enzyme 
β-glucosidase (BG) enzyme, a glycosyl hydrolase (GH) that breaks down 
the β-1,4 linkage of cellobiose [8]. In BGs, the catalytic reaction is car
ried out by two conserved glutamate residues, which perform the hy
drolysis or transglycosylation reaction by a retention mechanism [9].

As a key enzyme in the biomass saccharification process, BG is 
widely present in numerous hydrolysis cocktails derived from microor
ganisms [10–12]. The BG is a crucial enzyme because it performs the 
final step of the lignocellulosic biomass deconstruction [13]. However, 
as occurs with many industrial GHs, the BG is inhibited by coproducts or 
byproducts of biomass hydrolysis. The main inhibitory compound of BG 
is normally its reaction product, glucose [12,14,15].

Some BGs, however, only experience product inhibition at high 
glucose concentrations and so are classified as glucose-tolerant. The 
enzyme BG from Humicola insolens (BGHI) is a glucose-tolerant enzyme 
from family GH1 that, in fact, is stimulated by glucose and other 

monosaccharides, such as xylose, when they are present in low quanti
ties in the reaction medium [7,9,16,17]. The maximum stimulation of 
BGHI occurs at 50–125 mM glucose and, above this concentration, the 
BGHI activity is inhibited as glucose starts to compete with cellobiose for 
the active site [9,16].

Experimental and computational investigations have postulated a 
variety of molecular mechanisms to explain glucose tolerance and 
stimulation in GH1 GBs [8,9,12,14,18–22]. The two phenomena appear 
to be interrelated and can be dependent on glucose accessibility [8,12], 
allosteric interactions [9,18], glucose competition to nonproductive 
substrate binding sites [14,19], or molecular events that lead the glucose 
to be removed from the substrate cavity [20] – here we prefer to use 
“cavity” instead of “channel” for reasons that will become clear later.

In the present work, we would like to draw attention to phenomena 
of another nature: solvation-induced effects. It is common knowledge 
that water plays a fundamental role in the folding and dynamics of 
proteins so that altering the composition of the aqueous environment 
can directly or indirectly affect the protein stability in solution [23,24]. 
Previous studies have shown that osmolytes, sugars in particular, can 
alter the hydration layer around proteins, potentially affecting key 
biochemical interactions and enzymatic activities [25–27]. Small car
bohydrates such as glucose are excluded from the protein surface in 
aqueous solutions. The protein is preferentially hydrated, and the net 
effect is that these osmolytes act as structural protectors [28–30]. 
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Preferential hydration, in turn, can significantly impact enzyme func
tion, allowing the enzyme to operate in the presence of organic solvents 
or modulating biochemical reactions [31–33].

Even with all of this prior knowledge, there are still some unan
swered questions, particularly regarding how sugar-induced modifica
tions to hydration layers affect the dynamics of protein structure in 
aqueous solution, which is challenging to investigate both theoretically 
and experimentally [34–36]. Addressing this gap, the present study aims 
to investigate the solvation structure and hydration properties of the 
β-glucosidase from Humicola insolens (BGHI) in glucose-containing so
lutions, contributing new insights into enzyme behavior in saccharide- 
rich environments.

Simulation techniques such as Molecular Dynamics (MD) allow to 
recreate the thermodynamic conditions in which the reaction occurs and 
provide atomistic details that are often challenging to obtain experi
mentally [18,20,37–39]. Therefore, MD studies have been used to 
investigate solvent-induced effects on the structural dynamics of en
zymes [36,40–43]. Here, we have performed atomistic classical MD 
simulations of the BGHI enzyme at different glucose concentrations (0 
mM, 125 mM, 250 mM, and 1000 mM) in order to mimic the conditions 
found in the experiments. We have conducted a detailed examination of 
the solvent environment based on the calculations of minimum-distance 
distribution functions (MDDFs) and the Kirkwood-Buff (KB) theory of 
solvation. The former allowed us to determine how the solvent is 
structured around the enzyme, the main types of interactions that occur 
between the BGHI and the cosolvent, as well as the main glucose- 
interacting residues in the substrate cavity. The latter was crucial to 
precisely estimate the protein preferential solvation (or interaction) 
parameters [44–46]. In addition, we have carried out several analyses of 
the BGHI in water and in the presence of glucose to evaluate the protein 
flexibility at different cosolvent concentrations, as well as other prop
erties dependent on the interactions between glucose and the active site 
and glucose accessibility to the substrate cavity.

The obtained results support experimental findings on the structure 
and function of BGHI under the evaluated conditions, aligning with the 
hypothesis that solvation effects may also contribute to glucose stimu
lation and tolerance.

2. Methods

2.1. Molecular dynamics simulations

The initial coordinates for the studied protein was obtained from the 
Protein Data Bank (PDB: 4MDO [8]). The protein was modeled with the 
CHAMM36m force field [47], water with the TIP3P model [48], and the 
β-glucose (BGL) cosolvent with the modified force field CHARMM36 
created by Cloutier et al. [49]. This later force field was developed to 
reproduce experimental KB integral values obtained for ternary protein/ 
sugar/water solutions. We performed all steps involving energy mini
mization and MD simulations by using the software GROMACS 
(v2019.4) [50]. The system minimization was done by performing up to 
50,000 steepest descent steps, or until the total force is <10.0 kJ mol− 1 

nm− 1. Before the production simulation, we carried out the three system 
equilibration steps: (i) 100 ps in the NVT ensemble, followed by two 
additional steps of (ii) 500 and (iii) 1000 ps, both in the NPT ensemble. 
Harmonic position restraints with a force constant of 1000 kJ mol− 1 

nm− 2 were imposed on the protein backbone in steps i and ii. The pro
duction step was performed under the same conditions as step iii.

Production simulations were performed at a constant pressure of 1 
bar using the Parrinello-Rahman [51] algorithm with a relaxation time 
of 2 ps and isothermal compressibility of 4.5 × 10− 5 bar− 1. A stochastic 
velocity-rescaling thermostat was used to control the temperature with a 
0.1 ps period [51]. Periodic boundary conditions were applied, and a 
cutoff of 1.2 nm was used for short-range interactions. Long-range 
electrostatic interactions were calculated by Particle-Mesh Ewald 
(PME) [52] summation method with a fourth-order interpolation and a 

grid spacing of 0.16 nm. All bonds involving hydrogen atoms were 
constrained with the LINCS algorithm [53]. To integrate the equations of 
motion, the leap-frog algorithm [54] was used with a time step of 2 fs.

All MD simulations were carried out at 323.15 K (50 ◦C) and the 
protonation state of the BGHI residues was set to reproduce the pH of 6.0 
by using PypKa [55]. Such values were chosen because 50 ◦C and pH 6.0 
are the optimum conditions of BGHI according to the reference experi
mental assays [7,9].

For each glucose concentration, and in water, four independent 
simulations of 1000 ns each were performed (refer to Supporting In
formation Fig. S1 for an overview of the systems simulated). The four 
glucose concentrations studied were 125 mM, 250 mM, 500 mM, and 
1000 mM, to mimic the same conditions found in the biochemical assays 
reported in the literature [7,9,16,17]. The Packmol [56,57] program 
was used to solvate BGHI in water and at different concentrations of 
cosolvent, as well as to add ions to achieve charge neutrality in the 
system (9 Na+ ions were added to each system for this purpose). The 
simulated systems have around 130,000 particles (see Table 1), inside a 
cubic box with an edge of 110 Å.

We used the PackmolInputCreator tool from the Julia [58] Mol
SimToolkit.jl package to estimate the number of glucose molecules to 
insert in the simulation box in order to reproduce the bulk concentra
tion. This estimation was based on density values obtained for aqueous 
solutions of glucose at room temperature (298 K) [59,60]. The target 
and effective glucose bulk concentrations are discretized in Table S1.

We employed the post-simulation analysis tools of GROMACS for the 
time-dependent RMSD analysis, using the crystal structure of BGHI as a 
reference for the structural fitting. The flexibility of the protein residues 
was assessed using the MDLovoFit software [61], which performs a 
robust alignment that classifies the regions of the protein as rigid or 
mobile [62,63], and the alignment is based on the rigid subset only. We 
considered rigid all Cα that could be aligned with an RMSD smaller than 
1.0 Å. In MDLovoFit, if the residue is found in the rigid part (RMSD <1.0 
Å) of the protein sequence, it is assigned an occupancy value of 1.0. On 
the contrary, it has an occupancy value of 0.0 and is considered as 
flexible. For the RMSD analysis, we employed 1000 frames equally 
spaced from 0 to 1000 ns for each replica (4000 frames for each system). 
For the other analysis, we used 10,000 frames equally spaced from 0 to 
1000 ns for each replica (40,000 frames for each system).

We used the Visual Molecular Dynamics (VMD) [64] software to 
visualize the MD trajectories and produce images containing molecular 
structures. The Julia MolSimToolkit.jl package was used to assign sec
ondary structures according to the STRIDE algorithm [65,66]. To pro
cess and represent the data obtained from MD analysis we used mainly 
Julia packages such as Plots.jl, KernelDensity.jl, and StatsPlots.jl. Dis
tance distributions were computed with the aid of the CellListMap.jl 
library [67].

2.2. Minimum-distance distribution functions and solvation 
thermodynamics

In order to characterize the protein-solvent interactions, we use here 
minimum-distance distribution functions (MDDFs), Kirkwood-Buff (KB) 
integrals, and the preferential interaction parameters, which were 
computed with the ComplexMixtures.jl package [45]. In the present 
study, we are investigating ternary solutions containing the protein 

Table 1 
Number of water and glucose molecules, ions, and total particles for each 
simulated system. The glucose bulk concentrations are indicated in mM.

0 mM 125 mM 250 mM 500 mM 1000 mM

Water 41,658 40,754 39,847 38,044 34,447
Glucose 0 93 187 374 747
Na+ 9 9 9 9 9
Particles 132,472 131,992 131,527 130,606 128,767
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(species p), water (species w), and glucose as cosolvent (species c). The 
protein is treated as a solute at infinite dilution and the molar concen
trations of water and cosolvent are, respectively, ρw and ρc. The solvent 
distribution around the protein can be described in terms of the average 
density of molecules at a distance r from the protein surface, n(r), 
relative to the density at the same distance but in absence of protein- 
solvent interactions (ideal-gas distribution), n*(r), expressed as fol
lows in Eq.(1): 

gmd
pi (r) =

ni(r)
n*

i (r)
(1) 

where i represents the species for which the distribution is being 
calculated (w ou c) and r is the distance between the protein and the 
cosolvent. The md index indicates that here we are using the minimum 
distance between any atom of the protein and any atom of the solvent, 
which defines the minimum-distance distribution function (MDDF) 
[44].

MDDFs are powerful tools for the study of macromolecules in solu
tion. Despite the asymmetric shape and irregular surface of proteins and 
other biopolymers, MDDFs retain a clear structural meaning [44,45]. In 
practical terms, the MDDFs describe how the protein impacts the 
arrangement of solvent around it, by estimating the deviation from 
ideality throughout the protein’s region of influence (also called the 
“protein domain”). Distances for which the MDDF value is >1.0 repre
sent regions where the density of a solvent component has increased due 
to the presence of the protein, and indicate the formation of solvation 
shells. The MDDFs can, furthermore, be decomposed into the contribu
tions of each atom or group of atoms of the system, providing valuable 
information about the protein-solvent interactions; this will be exem
plified later in this text.

Last but not least, MDDFs can be used, when properly normalized, to 
compute KB integrals and preferential interaction parameters [44], 
connecting the microscopic aspects of the protein solvation with 
macroscopic thermodynamic observables [31,68]. A series of examples 
of the use and versatility of MDDFs can be found in the Complex
Mixtures.jl package documentation, at https://m3g.github.io/Co 
mplexMixtures.jl, and additional applications and technical details 
about their implementation can be found in previous publications 
[44,46,69,70].

The KB integrals can be computed from minimum-distance counts, 
by 

Gpi(R) =
1
ρi

[
Npi(R) − N*

pi(R)
]

(2) 

where ⍴i is the density of component i, and Npi(R) and N*pi(R) are, 
respectively, the number of minimum distances between the protein and 
the solvent species smaller than R, and the number of equivalent dis
tances within R in a system with ideal gas distribution (i.e. in the 
absence of solute-solvent interactions), with the same density as that of 
the bulk solvent [44]. These ideal distributions of the solvent have to be 
explicitly generated in the case of MDDFs, and this is implemented in the 
ComplexMixtures.jl package [45].

The integral expressed in Eq. (2) stands for the excess volume 
occupied by the cosolvent in the protein domain, relative to the volume 
that the cosolvent would occupy if there were no solute-solvent in
teractions [71]. Favorable protein-solvent interactions increase the KB 
integral value. On the other hand, if the protein-solvent interactions are 
unfavorable, the solvent’s concentration in the protein domain will be 
smaller in comparison to bulk, reducing the KB integral.

The preferential solvation (or interaction) parameter, Γpi, in turn, is a 
thermodynamic quantity that can be experimentally measured by 
techniques like equilibrium dialysis and vapor pressure osmometry 
[72,73], associated to the change in the chemical potential of the pro
tein, p, in response to a variation in the concentration of a given solvent 
component (i), in this case the water (w) or the cosolvent (c) [31,74].

The preferential solvation parameter can be computed from the 
difference of KB integrals of the solvent components and gives the in
formation of which component is preferentially bound to the protein 
surface [75,76]. As previously stated, here we are dealing with ternary 
solutions (a protein solute infinitely diluted in an aqueous solution of 
glucose). In this case, the preferential interaction parameter of the 
cosolvent relative to the water can be approximated by 

Γpc(r) ≈ ρc
[
Gpc(R) − Gpw(R)

]
(3) 

where Gpc (R) and Gpw (R) are the KB integrals of the cosolvent, c, and of 
water, w, computed up to a finite distance R from which solute-solvent 
interactions are negligible.

A positive value for Γpc (R) means that the cosolvent accumulates 
preferentially relative to water in the protein domain, in other words, 
the protein is preferentially solvated by the cosolvent. On the other 
hand, a negative value for Γpc (R) means that the protein interacts 
preferentially with the water molecules, that is, it is preferentially 
hydrated.

In this study, specifically, we have calculated the MDDFs using a 
discretized version of Eq. (1). To compute the MDDFs, minimum- 
distance histograms of the true and ideal-gas distributions were evalu
ated with a 0.1 Å bin-size. We employed 40,000 frames from our sim
ulations (for each system - 10,000 frames per replica) in the calculation 
of both MDDFs and KB integrals. The KB integrals and preferential 
interaction parameters for the cosolvent were computed according to 
Eqs. (2) and (3), respectively, and using R = 15 Å. The computational 
protocol employed here resulted in an excellent convergence for the KB 
integrals and Γpc, as seen in Section. 3.1.

2.3. Selection and analysis of glucose dimers

We have processed 40,000 frames for each concentration and 
extracted the frames containing at least 2 molecules of glucose within 
6.0 Å from E166 and E377. The glucose molecules found within this 
region were classified into BGL1–4, according to the distances from the 
catalytic dyad. Tables S6 and S7 provide, respectively, the number of 
BGL molecules and the average distance of each BGL for each system. 
With the extracted frames, we produced trajectories with only the pro
tein and glucose molecules, using the rigid part of the BGHI as reference 
for the structural alignment. The glucose dimer was then defined as the 
two glucoses (BGL1 and BGL2) closest to the catalytic residues. After 
that, we applied a distance analysis to select dimers that resembled 
cellobiose. The linkage between the glucose monomers in cellobiose 
occurs between carbons C1 and C4, so we computed the distances BGL1: 
C1-BGL2:C4 (d1) and BGL2:C4-BGL1:C1 (d2) for all the frames selected. 
Furthermore, we monitored the distance, d3, between the centers of 
mass of the catalytic residues (CM1) and the glucose dimer (CM2) (see 
Fig. 9). The distances d1, d2 and d3 are represented in Fig. 9B. To account 
for the tree distances simultaneously, we defined the following score 
function: S = 1000 / (d1 + d2 + d3); the outcomes are shown in Figure 10
and S7, as well as in Table S3. S < 50 Å− 1 was considered as the 
threshold for best-scoring glucose dimers. This S value is associated with 
an average distance of <7 Å, a typical distance used to evaluate contacts 
in protein structures, and which is consistent with the two molecules 
being close to each other and in the vicinity of the active site.

2.4. Glucose residence time and active site occupancy

For both the estimation of glucose residence time and active site 
occupancy, we applied the intermittent autocorrelation analysis, first 
described by Rapaport [77] to obtain hydrogen bond lifetimes from 
water simulations and later employed by Garcia et al. [78] and Makarov 
et al. [79] to estimate the residence time of water around protein groups. 
By using VMD [64], we first verified the presence of glucose molecules in 
the BGL1 sites – the closest glucose from E166 and E377 within a radius 
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of 6.0 Å in each frame. Next, we obtain the probability of finding a 
glucose molecule in the BGL1 site at step t0 + t given that it was present 
at step t0, which we denote P(t). This procedure can be express in terms 
of the follow autocorrelation function, 

P(t) =
1

NG
< S(t0)⋅S(t0 + t)>t (4) 

where NG is the number of glucose molecules, and S is a binary vector of 
length NG, whose elements are 1 if the glucose is at the BGL1 distance 
(see Table S7), and 0 otherwise. The < >t indicates an average over all 
frames with a time-interval of t along the simulations. We emphasize 
that an intermittent autocorrelation function evaluates the glucose 
binding and unbinding not considering events that occur at time in
tervals smaller than t (the smallest time-interval here was in this case t =
100 ps, determined by the sampling frequency of frames of the simu
lation). This analysis was carried out using the same set of frames as in 
the glucose dimer selection step mentioned in the previous section. The 
correlation calculation was implemented in the intermittent correlation 
function of MolSimToolkit.jl v1.22.0, and used to compute P(t) up to a 
maximum of 300 ns. We calculated P(t) for the glucose-free active 
(intermittent survival probability) site using the same dataset but ac
counting for the frames in which Sj = 0, that is when there are no glucose 
molecules within 6.0 Å from the catalytic residues.

2.5. Cavity volume estimation

The volume of the cavity containing the BGHI active site was 
calculated using the Epock software [80] as a graphical user interface 
plugin for VMD. We defined a spherical inclusion zone of 15 Å centered 

on residues H120, W121, E166, C169, L172, L173, W168, N235 and 
E377, in which E166, and E377 are the catalytic dyad. The other 
selected residues are nearby residues E166 and E377 and have bulky 
side chains. Some of them (e.g. L173 and W168) have been described 
previously as gatekeeper side chains that contribute significantly to the 
volume and shape of the substrate cavity [8,20]. The convolution of 
spheres with a radius of 4.0 Å was used to determine the volume of the 
substrate cavity within the inclusion region. Exclusion zones were also 
defined to prevent spheres from being created in other smaller cavities 
within the inclusion region. They consisted of 8 spherical zones with a 
radius of 6.0 Å centered on the Cα atoms of the residues D122, F134, 
PHE164, S170 G174, P200, F259 and F264. For each glucose concen
tration, we analyzed 40,000 frames selected from the MD trajectories 
(from 0 to 1000 ns). With the extracted frames, we produced trajectories 
with only the protein aligned on the rigid part of the BGHI. Only residues 
from the rigid part were taken into consideration while defining the 
inclusion and exclusion zones, preventing these zones from shifting over 
the aligned structures. See Fig. S5 for a graphical explanation of the 
cavity volume estimation.

3. Results and discussion

3.1. Protein solvation structure and thermodynamics

The understanding of the structure and thermodynamics of protein 
solvation can be achieved by means of distribution functions, here 
minimum-distance distribution functions (MDDFs), and the Kirkwood- 
Buff (KB) theory, to connect the molecular distribution with the 
macroscopic thermodynamics of the solution. In this session, we review 
the key findings from those analyses. Fig. 1 shows the MDDFs for water 

Fig. 1. A and B) MDDF of water (WAT) and C and D) of glucose (BGL) relative to BGHI at different concentrations. The hydrogen bonding peaks increase both for 
water and glucose with the increase in the concentration of the sugar.
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Fig. 2. Decompositions of the MDDFs of glucose relative to the protein. The total glucose MDDF is shown in black. (A) Contributions from the glucose atoms: 
hydrogen (green), oxygen (red), and carbon (gray). (B) Contributions from all glucose hydrogen atoms (green), as well as from H-O (red) and H-C (gray) hydrogen 
atoms. (C) Contributions from protein side chains (green) and backbone (red) atoms. (D) Contributions from protein side chains (green), as well as from hydrophobic 
(gray) and non-hydrophobic side chains (red).

Fig. 3. KB integrals for water (WAT) and glucose (BGL) at different concentrations (125–1000 mM) from 0 to 15 Å. The glucose concentration of 0 mM indicates the 
BGHI in water.
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and glucose in various concentrations.
The presence of the protein and its interaction with the solvent 

molecules results in the formation of three and two distinct solvation 
shells for water and glucose, respectively. The width of the first peak 
(1.5–3.0 Å) for the MDDF of glucose indicates that it makes both specific 
(hydrogen bonds) and non-specific (van der Waals or indirect) in
teractions with the BGHI surface (see Fig. 1C). While the former is 
characterized by peaks relatively close to the solute (typically 1.5–2.0 Å 
- for the distance between the polar Hydrogen and the electronegative 
partner), the latter affects MDDFs at longer distances. Fig. 1B and D 
provide a zoomed-in view of the first peak of the MDDFs for water and 
glucose. As can be observed, gmd(r) increases gradually in accordance 
with the glucose concentration. This indicates that water and glucose 
interact directly with the protein and that both substances compete for 
interaction sites on the BGHI surface. The increase of the hydrogen- 
bonding peaks reflects some degree of stabilization of these specific 
interactions, which may be due to the greater viscosity of the solutions.

As introduced in Section 2.2, it is possible to obtain the contribution 
of different atoms (or groups of atoms) to the total MDDF of a system 
component. In Fig. 2A, we show the decomposition of the total glucose- 
protein MDDF into types of elements of glucose. It is possible to see that 
hydrogen atoms contribute more to the total MDDF of glucose than do 
carbon and oxygen atoms. The peaks related to oxygen atoms are due to 
the interactions that the oxygen from the pyran ring makes with the 
protein. The same MDDF decomposed into the types of hydrogen con
tributions (Fig. 2B) shows that H-O hydrogen atoms (those linked to 
hydroxyl groups) have the greatest contribution to the total glucose- 
protein MDDF. Following the same approach, we also decomposed the 
contributions of protein atoms to the glucose-protein MDDF (Fig. 2C and 
D). We found that the largest contributions come from non-hydrophobic 
side chains, with a small contribution from the backbone at shorter 
distances. Thus, these analyses indicate that polar interactions of 
glucose with the protein are the dominant local short-ranged in
teractions that attach the glucose to the protein surface.

The KB integrals for glucose and water indicate that the BGHI is 
preferentially hydrated in all cosolvent concentrations, as water KB in
tegrals are always greater than glucose KB integrals, such that Γpc < 0.0 
in all systems (Fig. 3 and Table 2). Γpc decreases with the glucose 

concentration. The KB integrals vary only slightly among the concen
trations, which implies that the preferential hydration is roughly pro
portional to the concentration of the cosolvent. As introduced before, 
this is expected for proteins in aqueous solutions of low molecular 
weight osmolytes such as glucose [31,68,71,81,82]. A possible struc
tural consequence of preferential hydration is discussed in Section 3.6, 
where we show that the increase in glucose concentration induces the 
relative closure of the substrate cavity.

3.2. Protein flexibility at different glucose concentrations

Another goal of our research was to attempt to link the findings of 
solvation analysis to the structural dynamics of BGHI. However, our 
objective here was not to scrutinize the conformational dynamics of 
BGHI in solution; an effort in this direction was made by Lima et al. [38]. 
Instead, we focused on investigating the flexibility of BGHI residues and 
whether glucose concentration affects the flexibility pattern along the 
protein sequence. This flexibility analysis was critical for standardizing 
the conformational analysis of glucose dimers at the active site, as well 
as the cavity volume analysis, reported in Sections 3.4 and 3.6, respec
tively. The results of the BGHI structural dynamics analysis are sum
marized in Figs. 4 and 5.

Using the MDLovoFit software [61], we found that the BGHI struc
ture is on average 40 % flexible, meaning that in the time scale of our 
simulations, roughly 60 % of the protein can be aligned to Root Mean 
Square Deviation (RMSD) value smaller than 1.0 Å (Fig. 4B). It was 
possible to characterize the flexibility of BGHI residues individually, for 
each cosolvent concentration. The flexibility pattern of BGHI is very 
similar for all simulated conditions. In both water and in glucose, the 
most flexible regions are those at the entrance of the substrate cavity 
that comprise the active site (Fig. 5) — from now on, whenever we say 
“BGHI cavity” or simply “cavity” we will be referring to the main cavity 
of the BGHI, which holds the catalytic residues E166 and E377.

Here, we will refer generically as “flexible” to the BGHI segments 
composed mainly of flexible residues that dominate the structural dy
namics of the enzyme They are represented in gray colour in Figs. 5B 
and, and are, in fact, the opposite selection of the “rigid” segments 
common to all conditions we have simulated, which contains only rigid 
residues (see Figs. S3 and S4). Within the flexible part of the BGHI, we 
have found highly flexible segments that we call as “F segments”. They 
are composed of five individual segments (F1–5) that surround the BGHI 
cavity.

We observed that the crystallographic model of BGHI is more 
compact than the conformations obtained during simulations, meaning 
that an increased RMSD value generally indicates the opening of the 
enzyme cavity (see Fig. S14). The average RMSD values of the F 

Table 2 
Preferential solvation parameters for the systems containing glucose at the 
specified concentrations.

125 mM 250 mM 500 mM 1000 mM

Γpc − 2.038 − 4.115 − 8.302 − 16.041
STD 0.001 0.002 0.004 0.001

Fig. 4. RMSD analysis of BGHI backbone atoms with respect to the crystal structure. (A) Time-dependent RMSD plot for the BGHI in different glucose concentrations 
(125–1000 mM) and in water, indicating overall displacements in the 2–5 Å range. (B) RMSD versus sequence fraction of BGHI. The plot shows that it is possible to 
align 60 % of the BGHI structure with an RMSD <1.0 Å.
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segments in pure water are larger than those in the presence of glucose, 
suggesting that the preferential hydration may favor the structures with 
more closed cavities. Later on, in Section 3.6, we will revisit this topic as 
we discuss the BGHI cavity volume during the MD simulations.

We also evaluated the content of the secondary structure in the 
different conditions studied. And, as were found for the residue flexi
bility, very similar results were obtained for all systems. This allowed us 
to summarize the representation of the results in Fig. 6, which shows the 
average RMSD value and the mode for the discrete SS values, both ob
tained for each frame between 0 and 1000 ns (considering all the sim
ulations together). For the results obtained for each system separately, 
see Figs. S10 and S11.

Comparing the RMSD and SS maps of Fig. 6, we note the F segments 
(F1–5) are mainly formed of turns and random coils. The dynamics of 
the F segments may have an influence on the volume of the BGHI cavity, 
as will be discussed in Section 3.6, but has little impact on the total SS 
content. The percentages of SS obtained in the MD simulations are very 
similar to those of the BGHI crystal structure (Fig. S15), except for the 
fact that the crystal has a greater 310 helices content and less random 
coil content. Most of the 310 helices are found within the F segments and 

exhibit remarkable flexibility. Throughout the simulations, the unstable 
310 helices are primarily replaced by turn structures and α helices. 
Furthermore, the highest content of random coils in MD structures is due 
to the destabilization of turn structures, located especially in segments 
F1 and F2.

The SS contents reported in the present study are similar to those 
estimated experimentally by Souza et al. [7,17], which performed the 
biophysical characterization of both the native and recombinant BGHI 
through far-ultraviolet circular dichroism (UV-CD) spectroscopy. Ac
cording to the authors, the BGHI in buffer solution presented 29–32 % of 
α helix and 12–18 % of β strand, which is close to the results reported in 
Fig. S15 and Table S2.

3.3. Interaction between the glucose and the active site residues

The presence of glucose molecules was inspected at the enzyme 
active site along the simulations. We took advantage of the fact that 
glucose eventually enters with the active site to map the main glucose- 
interacting protein residues. By using VMD, we selected all frames 
with at least one glucose molecule in the BGHI active site (defined as 6.0 

Fig. 5. (A) Structural superposition of frames obtained from MD simulations of BGHI in water and in the presence of glucose (125–1000 mM) after robust alignment 
with MDLovoFit. The gradient indicates the flexibility with respect to the crystal structure of the BGHI. High RMSD values are indicated in red, and low RMSD values 
are indicated in blue. BGHI exhibited a very similar flexibility pattern for all conditions investigated. (B) Flexible (blue) and rigid (red) regions of the BGHI are 
projected over the enzyme crystal structure. The flexibility of the residues was determined from MD simulations by using the MDLovoFit software [61]. Here, 
“Flexible” means the opposite selection of the rigid part and is mostly composed of flexible residues (see Supporting Information Figs. S3 and S4 for details).

Fig. 6. (A) RMSD per residue analysis. The values represent the average over all simulated systems from 0 to 1000 ns (similar figures for independent concentrations 
are shown in the Supporting Information). The regions F1–5 are also indicated. (B) Secondary structure (SS) analysis according to the STRIDE algorithm. The colors 
indicate the SS types: namely turn (T, green), β strand (E, yellow), β bridge (B, purple), α helix (H, light blue), 310 helix (G, blue), π helix (I, red) and random coil (C, 
white). The values represent the mode for each frame from 0 to 1000 ns, taking all simulations together. See Figs. S10 and S11 for the results obtained individually for 
each system.
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Å from the E166 and E377 residues). The presence of a maximum of 4 
glucose molecules in the active site was verified in 11 of 40,000 frames 
analyzed (2 frames from the simulation at 500 mM and 9 at 1000 mM). 
Thus, the simulations indicate that the interaction sites close to the 
catalytic residues can accommodate a maximum of 4 glucose molecules.

We selected all protein residues within 3.0 Å from the 4 glucose 
molecules in the 11 frames extracted previously, resulting in a list of 36 
potentially glucose-interacting residues at the active site. MDDF density 
maps were then constructed with the contributions of these 36 protein 
residues to the distribution functions, for each concentration of glucose. 
These density maps, as that shown in Fig. S6, illustrate the residues that 
are most likely to interact with the cosolvent. The maps plotted for 125 
mM and 250 mM resulted in very noisy densities due to the small 
number of glucose molecules in these systems. Nevertheless, the inter
action profiles do not depend qualitatively on the glucose concentration. 
The map for 1000 mM, shown in Fig. 8, provides an accurate repre
sentation of the interactions between the glucose and BGHI active site 

residues at all concentrations evaluated.
Fig. 8 shows the contributions of the active site residues of BGHI to 

the MDDF for 1000 mM between 1.5 and 3.0 Å. Surprisingly, E166 and 
E377 are not among the residues with greater nearby glucose density, 
which means that glucose interacts much more frequently with other 
residues close to the active site, so that E166 and E377 are “over
shadowed” in the density map. It is possible to observe highly dense 
regions centered on residues Q17, Y308, W349, W427, Y439, and T441. 
Other high-density areas can be attributed to the presence of residues 
A14, P39, H120, S170, L173, T177, F180, N235, N311, T380, S381 and 
F443. The densities obtained in this analysis mainly represent the 
interaction between glucose and the side chains of the residues since the 
interaction with the backbone has little contribution to the cosolvent 
total MDDF (Fig. 2C). However, regions of medium or low density below 
2.0 Å obtained for nonpolar residues such as A14, P39, L173, F180, and 
F443 indicate hydrogen-bonding interactions with the protein main 
chain.

Significant densities at greater distances (beyond 3.5 Å), were ob
tained for residues W32, Y308, N311, Y439 and F443 (Supporting In
formation Fig. S7), indicating that these residues have a long-range 
influence in the cosolvent organization, which may seem unlikely for 
residues that are located deep within the active site. However, it is worth 
noting that the cavity structures obtained from MD are not as compact as 
that found in the crystal structure. The BGHI structure relaxes along the 
simulations, causing the active site cavity to open up. In fact, this is the 
reason why we decided to call it a “cavity” instead of a “channel”, as it is 
generally referred to in other studies. As a result, active site residues that 
strongly interact with the cosolvent can eventually contribute to the 
second solvation shell formation (at ~5.0 Å), similar to those on the 
BGHI surface.

Some glucose-interacting residues, highlighted here, are described in 
the literature as having functional relevance. Residues Q17, L173, Y308, 
W349, and N235 have already been reported previously by Costa et al. 
[20] as important for the interaction with both glucose and cellobiose. 
According to the authors, such residues play a role in a series of mo
lecular events that aid glucose release from the BGHI cavity while 
cellobiose remains inside it. Also, according to Moleiro et al. [9], 

Fig. 7. Secondary structure map of the BGHI crystal structure. For clarity, both turn and random coils are represented by dashes (− ). We also indicate the regions of 
high flexibility (F1–5) and the position of the catalytic resíduos E166 and E377. The stars (*) denote β bridges that are connected to each other.

Fig. 8. Contributions of the active site BGHI residues to the glucose MDDF. The 
gradient indicates the increase in glucose density due to the presence of the 
respective protein residues. In the figure, we report the results for 1000 mM of 
glucose. The contributions vary from 0.0 to 0.04 (from white to dark green). 
Similar patterns were obtained in other glucose concentrations (Fig. S6). The 
figure was generated with ComplexMixtures.jl [45] and Plots.jl [83].
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mutations in residues N235 and D237 can have a direct effect on the 
balance between the transglycosylation and hydrolysis reactions per
formed by BGHI. The same authors highlight the fact that the side chains 
Y308, N235, and D237 constitute highly conserved positions, suggesting 
them to be critical for protein function.

3.4. Glucose dimers in the active site: obtaining cellobiose-like 
configurations from MD

In this section, we discuss the results of the selection of glucose di
mers in complex with BGHI. The glucose molecules in the dimmer were 
called BGL1 (closest to the catalytic dyad) and BGL2 (furthest from the 
catalytic dyad). As described in Section 2.3, the distances used in the 
scoring analysis were defined as BGL1:C1-BGL2:C4 (d1), BGL2:C4-BGL2: 
C1 (d2) and CM1-CM2 (d3), where CM1 and CM2 are, respectively, the 
centers of mass of the catalytic residues and of the glucose dimer (Fig. 9).

As mentioned before, we defined the active site as a region within 
6.0 Å from E166 and E377. The average active site occupancy is close to 
one glucose molecule, regardless of concentration (Table S4). Never
theless, configurations with two or more glucose molecules (necessary 
for dimer formation) are more frequent at higher concentrations. For 
this reason, we were able to obtain a better sampling for d1, d2, and d3 at 
1000 mM. Consequently, at 1000 mM we also obtained a greater number 
of frames with a distance-score S ≥ 50 Å− 1 (see Methods). We observed 5 
(125 mM), 15 (250 mM), 29 (5000 mM), and 83 (1000 mM) frames with 
S ≥ 50 Å− 1. The distances d1, d2, and d3 are plotted individually for each 
concentration in Fig. S8. The scoring analysis is shown in Fig. 10. At 125 
mM, the concentration at which the enzyme is predominantly stimu
lated by glucose, we found a greater proportion of frames with S ≥ 50 
Å− 1 (about 7 % of the selected frames, see Table S3).

The current analysis attempts to demonstrate that the active site 
conformations derived from our simulations are compatible with those 
of the enzyme in association with the substrate, and hence capable of 
carrying out the hydrolysis or transglycosylation reaction. As illustrated 
in Fig. 10, frames with S ≥ 50 Å− 1 were observed at all concentrations. 
This provides insight into the BGHI active site’s integrity, which appears 
to remain functional even at high concentrations of the cosolvent. Such 
findings are consistent with experimental studies demonstrating that, 

Fig. 9. (A) Random configuration from MD simulation at 1000 mM of glucose 
showing the active site occupied by four glucose molecules (BGL, steaks and 
surfaces in orange). To facilitate visualization, the glucose hydrogen atoms 
were hidden. Residues that exhibit strong interactions with glucose (according 
to Fig. 8 analysis) are also indicated. (B) Glucose dimer from a random MD 
frame obtained at 1000 mM of glucose. The image also shows the catalytic dyad 
(E166 and E377), the glucose molecules BGL1 (closer to the catalytic dyad), and 
BGL2 (furthest from the catalytic dyad). The distances d1, d2, and d3 used in the 
scoring analysis are represented in blue, green, and red, respectively. CM1 and 
CM2 stand for the two centers of mass used for the calculation of d3 (see Sec
tion 2.3).

Fig. 10. Scoring analysis for glucose dimers near the catalytic residues E166 and E377 performed for each system containing the cosolvent. The score function was 
defined as S = 1000 / d1 + d2 + d3. See Fig. 9 for distance definitions. The distances d1, d2, and d3 are plotted individually in Fig. S8. Red dots indicate the dimers with 
S ≥ 50 Å− 1.
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although glucose inhibits the enzyme, it retains residual glucosidase 
activity even at high glucose concentrations [9,16,17].

Furthermore, from a methodological point of view, here we 
demonstrate how it is possible to sample the protein conformation at a 
specific glucose concentration and, at the same time, obtain different 
configurations for the reaction product in the active site. Such structures 
can be used to analyze enzyme-substrate interactions and reaction 
processes through hybrid quantum mechanics/molecular mechanics 
(QM/MM) calculations. We have made the selected structures available 
to the public through the link: https://github.com/m3g/2024_Ramos_ 
Martinez_BGHI.

3.5. Residence time profiles for glucose and active site occupancy

Residence time probabilities for glucose and active site occupancy 
were computed to probe if at high concentrations glucose enters the 
active site more frequently, or if the increase in concentration is related 
to glucose residence time in interaction sites near the catalytic residues. 
Residence time probabilities from our simulations for glucose at BGL1 
sites (the closest to catalytic residues, see Fig. 11) through intermittent 
autocorrelation analysis, as described in Section 2.4. The results show 
that the residence time for glucose is most likely independent of the 
enzyme dynamics in the four different cosolvent concentrations. The 
apparent longer glucose residence time at 250 mM can be attributed to 
the occasional increase in P(t) in simulation replica R3 (see Supple
mentary Fig. S12). This finding suggests that, over the range of con
centrations examined, the presence of the cosolvent had little effect on 
the nature of glucose-active site dynamics.

Fig. 11B, in turn, shows the intermittent survival probability of the 
glucose-free active site; the curves converge to the average probability of 
the active site with no glucose molecules: 0.91 (125 mM), 0.76 (250 
mM), 0.74 (500 mM) and 0.58 (1000 mM). As expected, P(t) decreases 
faster with increasing glucose concentration in the bulk solution (the 
occupation of the active site increases with increasing glucose concen
tration). The occupancy of the active site at 250 mM is higher than ex
pected since, following the linear trend of increasing cosolvent 
concentration, P(t) should converge to approximately 0.82 instead of 
0.76. Although the P(t) varied significantly in different MD replicas (see 
Fig. S13), particularly for the larger concentrations, these results may 
suggest that the affinity of glucose to the active site at 250 mM is higher 
than expected and that larger concentrations can be lead to competitive 
inhibition even if the residence time of glucose in the active site remains 
unchanged.

3.6. BGHI cavity size and the accessibility of glucose to the active site

The relationship between the shape of the BGHI cavity and the 
accessibility of glucose to the active site has been a subject of debate 
[8,12]. Here we have explored the conformational space based on the 
RMSD value of the F1–5 regions. As we described previously, the F re
gions are highly flexible regions of BGHI, mainly composed of random 
coils and turn structures, which delimit the active site cavity. Its 
mobility can impact both the size and shape of the BGHI cavity. We 
found that the BGHI cavity can adopt compact and narrow structures, 
similar to the crystal structure of BGHI, but also open structures com
parable to the broad pockets found in the GH3 BGs [8] (Fig. 12).

The RMSD versus cavity volume relationship at different glucose 
concentrations is shown in the contour map of Figs. 13 and S9. In gen
eral, they indicate that at higher glucose concentrations the enzyme 
tends to adopt less accessible conformations. For 0 mM, the most 
populated conformations had a cavity volume of about 2250 Å3, 
whereas for 125 mM, 250 mM, and 500 mM it is around 1750 Å3. The 
wide-open conformations are much less common at 1000 mM; at this 
concentration, the region with the highest density on the map in Fig. 13
is situated around 1250 Å3. Such relative closure can reflect the en
zyme’s preferential hydration. When the protein is preferentially 

Fig. 11. (A) Intermittent residence probabilities for glucose molecules closest to catalytic residues (BGL1 sites). (B) Intermittent survival probability of the glucose- 
free active site. The dots in both figures constitute a representative sampling of the original dataset, composed of 3000 frames from 0 to 300 ns for each concen
tration. The curves in both figures represent the average for the time series among replicas for each system (see Figs. S12 and S13). Bi-exponential fits are shown (See 
Supplementary Tables S8 and S9).

Fig. 12. Volumes obtained for the BGHI cavity (green spheres). The regions of 
the BGHI structure (rigid, flexible, and F1–5), are indicated following the same 
colour definitions as in Fig. 7. (A) Cavity estimated for the BGHI crystal 
structure (884.50 Å3). (B) Cavity estimated for a random frame extracted from 
simulations at 125 mM (2240.88 Å3). The indicated RMSD (8.12 Å) refers to the 
value obtained for the backbone of the F1–5 regions using the crystal structure 
as a reference.
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hydrated, the hydrophobic core of the molecule is less exposed and, as a 
consequence, the protein tends to prefer collapsed conformations 
[25,84,85]. Since preferential hydration of BGHI is proportional to the 
glucose concentration in the medium, the protein is expected to present 
more compact cavity structures at high concentrations of glucose.

Nonetheless, even the narrow cavity conformations observed at 
1000 mM can easily accommodate glucose molecules, so the depen
dence between cavity shape and glucose accessibility was not verified in 
our simulations. The gray dots in Fig. 13, which indicate the presence of 
glucose within 6.0 Å to E166 and E377, are well dispersed throughout 

the contour maps. The frames with the best-scored glucose dimers (S ≥
50 Å− 1, red dots) also exhibit this behavior; they simply seem to be more 
localized at 125 mM, 250 mM, and 500 mM, as opposed to 1000 mM due 
to limited sampling at these concentrations. As was discussed in Section 
3.4, dimer formation around catalytic residues becomes less frequent at 
low glucose concentrations. However, as the cosolvent concentration 
increases, the distribution of frames with glucose in the active site and 
with S ≥ 50 Å− 1 more closely resembles the total distribution.

Fig. 13. Distribution of BGHI cavity volumes as a function of RMSD calculated for the F1–5 segments with respect to the crystal structure at each glucose con
centration (0 mM stands for the simulation in water). Gray dots indicate frames with the presence of at least one molecule of glucose within 6 Å from the catalytic 
dyad (E166 and E377). Red dots indicate the glucose dimers with S ≥ 50 Å− 1 (see Fig. 10).
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4. Conclusions

In this study, we investigated the solvation of the BGHI enzyme in 
water and at different glucose concentrations (125 mM, 250 mM, 500 
mM, and 1000 mM). We have employed minimum-distance distribution 
functions (MDDFs) and Kirkwood-Buff (KB) integrals as analysis tools. 
Through MDDFs, we verified that water and glucose interact directly 
with the protein and compete for sites on the BGHI surface. Using 
MDDFs it was also possible to determine how water and glucose are 
structured around the enzyme in different solvation shells, elucidate 
what types of interactions occur preferentially between the enzyme and 
the cosolvent, and to predict key interactions between the cosolvent and 
residues in the active site. The KB integrals revealed that the higher the 
concentration of the cosolvent, the greater the preferential hydration of 
the enzyme.

The dynamics of the F segments control the volume of the BGHI 
cavity. The BGHI cavity tends to adopt more compact structures as the 
cosolvent concentration increases, which may be related to the prefer
ential hydration of the enzyme in the presence of glucose. However, we 
found that the ability of glucose to access the active site is not clearly 
associated with the shape of the BGHI cavity. Also, the enzyme active 
site tends to be more occupied at high glucose concentrations, which is 
consistent with a competitive inhibition mechanism. However, the 
glucose residence time at the active site of BGHI does not seem to depend 
on the cosolvent bulk concentration. Additionally, we performed a 
structure selection analysis for glucose dimers close to residues E166 and 
E377 and were able to extract glucose dimers from the simulations that 
resemble cellobiose. These structures were made available to the public 
through the link available in Section 3.4, as well as in the Supporting 
Information.

Here, we hypothesize that the preferential hydration may contribute 
to the BGHI stimulation at low glucose concentrations (125–175 mM). 
At higher concentrations, however, competitive inhibition becomes 
increasingly significant, until the enzyme is completely inhibited by its 
reaction product. This could help to explain the activity profile observed 
experimentally in the enzymatic assays for the BGHI in the presence of 
small monosaccharides.
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