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The shift in urea orientation at protein surfaces
at low pH is compatible with a direct mechanism
of protein denaturation†

Ivan Pires de Oliveira ab and Leandro Martı́nez *a

Surface-specific spectroscopic data has shown that urea undergoes a shift in orientation at protein

surfaces in acidic media. Since urea denatures proteins at a wide range of pHs, the variable chemical

nature of protein–urea interactions has been used to support an indirect mechanism of urea-induced

denaturation. Here, we use molecular dynamics simulations, minimum-distance distribution functions

(MDDFs), and hydrogen-bond analysis, to characterize the interactions of urea with proteins at neutral

and low pH, as defined by the protonation state of acidic residues. We obtain the expected preferential

solvation by urea and dehydration, consistently with urea-induced denaturation, while the MDDFs allow

for a solvent-shell perspective of protein–urea interactions. The distribution functions are decomposed

into atomic contributions to show that there is indeed a shift in the orientation of urea molecules in the

vicinity of acidic side-chains, as shown by the experimental spectroscopic data. However, this effect is

local, and the interactions of urea with the other side chains and with the protein backbone are

essentially unaffected at low pH. Therefore, hydrophobic solvation and urea–backbone hydrogen bonds

can play a role in a direct mechanism of urea-induced protein denaturation without contradicting the

observed variations in the chemical nature of protein–urea interactions as a function of the acidity of

the solution.

Introduction

The balance of protein–protein and protein–solvent interactions
determines the most stable protein conformations according to
the equilibrium of the folding reaction.1,2 Thus, the stability of
the protein folded states is directly related to the solvation
structures.3 The folding equilibrium depends on the composition
of the solution in which the protein is embedded. For instance,

the presence of cosolvent stabilizers (polyols, trimethylamine
N-oxide, TMAO) or denaturing agents (urea, guanidinium
chloride), affect the free energy of protein folding.4–6

One of the most widely studied protein denaturing agents is
urea.7 The denaturing effect of urea is currently understood in
terms of the direct substitutions of protein–protein bonds with
protein–urea interactions, both at residue side-chains and at
the backbone.8–10 Still, many complementary explanations for
the denaturant effect of urea involving indirect effects on
protein hydration have been provided.11 Urea promotes the
dehydration of most (but not all) proteins,12 favoring structures
with greater surface area, which are characteristic of denatured
states.13,14 Further studies suggested that the interactions
of urea with the protein backbone are fundamental for the
denaturing effect,8,15–18 while others have suggested that the
solvation of non-polar side chains by urea is the key driving
force for stabilizing the denatured states.14,19,20

The most accepted view of urea action involves direct
interactions with the protein.21 However, the experimental
characterization of these interactions using surface-specific
spectroscopic methods has been used to support an indirect
mechanism of protein denaturation.16,22,23 In one important
study, Cremer and co-workers24,25 used vibrational-sum
spectroscopy to probe the orientation of urea molecules at
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the surface of proteins. They found that the orientation of the
urea molecules is dependent on the absolute charge of the
surface, thus on the pH of the solution. At high pH (B9),
spectroscopic data suggest that urea molecules are oriented
with NH groups pointing towards the surface, and at low pH
(B3) the urea carbonyl faces the protein instead. This change
in orientation should perturb the hydrogen bonding between
the protein, urea, and the vicinal water structure.24 Since urea
denatures proteins both at high and low pH, and since the
structural nature of urea–protein interactions appeared to be
highly dependent on the pH, they suggest that the mechanism
of protein denaturation by urea should be indirect. In other
words, it is difficult to envision a direct-interaction mechanism
explaining the denaturing role of urea in a wide range of pHs if
the molecular interactions are structurally different at each
protein protonation state.24 Bakker and co-workers23 extended
these results to show that the orientation of urea at the protein
surface follows the orientation of the water molecules, while
the orientation of the amide groups of the protein backbone
remains unaffected. They also suggest that urea is mostly
surrounded by water, also supporting an indirect mechanism
for the denaturing effect. Therefore, these experiments challenge
the current consensual view of the urea-induced denaturation
mechanism.

Molecular dynamics (MD) simulations allow the detailed
study of protein–solvent interactions by means of distribution
functions. Kirkwood–Buff (KB) integrals26–28 connect the dis-
tribution functions with experimental solvation data, more
precisely with preferential interaction parameters.8,28–34 Due
to the structural complexity of the proteins, radial distribution
function (RDFs or g(r)) are not adequate to obtain a detailed
picture of protein solvation at a molecular level. Thus, we have
been exploring the use of distribution functions computed
from the minimum-distance between solute and solvent atoms,
the MDDFs (or gmd(r)).29,35 The MDDFs are similar to radial
distribution functions, but the molecular counting is per-
formed for each smallest distance between any atoms of the
solute and solvent molecules (see Methods). This definition is
most adequate for non-spherical molecules and retains the
same thermodynamic interpretation of the RDFs,29 while
allowing an intuitive characterization of the solvation shell of
the solute. Martı́nez and Shimizu29 have recently shown that
these distribution functions can be used, with appropriate
normalization, to compute KB integrals, even if the solute
and solvent are structurally complex. In particular, it was
shown that osmolytes which are in overall excluded from the
protein can nevertheless display specific interactions and density
augmentation at the protein surface, without contradicting the
experimental preferential interaction parameters.29 The density
augmentation of urea at the protein solvation shell has been also
confirmed in these studies,29,35 and showed a correlation with
hydrogen-bonding interactions with the protein backbone and
hydrophobic side-chains.22,35,36 Moreover, the decomposition of
the MDDFs into residue-type contributions revealed that urea
interacts strongly with charged residues of the protein, particu-
larly with aspartate and glutamate acidic side-chains.

In this work, we explore the structure and thermodynamics
of urea–protein interactions as a function of the protonation
state of acidic residues using MD simulations and minimum-
distance distribution functions. We confirm that there is a shift
in the orientation of urea molecules with the protonation of the
acidic side chains, as observed experimentally.23,24 Nevertheless,
this reorientation is local and interactions of urea with
the protein backbone and other side-chains are not affected.
Therefore, a general mechanism of protein denaturation by urea
through direct urea–protein interactions is possible and consis-
tent with the vibrational-sum spectroscopic experimental data.

Methods
General formalism

Let us consider a ternary solution containing the protein
(species p), water (species w) and a cosolvent (species c). The
protein is considered to be at infinite dilution, and the molar
concentrations of water and the cosolvent are rw and rc,
respectively. Here, the cosolvent is urea. The distribution of
the cosolvent around the protein can be described by the
distance-dependence of the ensemble average number density
nc(r) of cosolvent molecules relative to the density of a random
distribution, nc*(r),

gpcðrÞ ¼
ncðrÞ
nc�ðrÞ

(1)

where r is the distance between the protein and the solvent
molecule. If the distance is computed between, for example, the
centers of mass of the protein and of the solvent molecule,
gpc(r) is a radial distribution function. For solutes of complex
structure (which are far from spherical), alternate definitions of
the distance between the solute and the solvent are more
convenient.37–41 For instance, r might be the distance of a
solvent atom to the van der Waals surface of the protein,42

the minimum distance between any solvent atom and the
protein surface43,44 or, as we will use, the minimum distance
between any atom of the solvent and any atom of the protein.29,35

The use of the minimum distance between any atom of the solute
and of the solvent provides a general and convenient strategy to
describe the solvent accumulation or depletion at the solvation
shell of solutes of any shape. Recently,29 we have shown that
these minimum-distance distribution functions (MDDFs) can be
used to obtain KB integrals and preferential interaction para-
meters, while retaining an intuitive picture of solute–solvent
interactions.

The KB integral associated with the cosolvent can be
defined, in general, by

Gpc ¼
1

rc

ð1
0

½ncðrÞ � nc
�ðrÞ�SðrÞdr (2)

where S(r) is the surface area element at distance r (4pr2 for
a radial distribution). If a single reference is used at the
solvent molecule, rc = nc*(r) for all distances, as the number
density of the solvent in the ideal gas state is not dependent
on the distance to the solute. In this case, and if the
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distribution is radial, eqn (2) assumes the more common form
Gpc ¼ 4p

Ð1
0
½gpcðrÞ � 1�r2dr. For a minimum-distance count, the

equality rc = nc*(r) only holds for large r, and S(r) is dependent
on the shape of the solute.29 The practical calculation of the Gpc

consists of the counting of solvent molecules within a suffi-
ciently large distance R, above which protein–solvent inter-
actions can be disconsidered for practical purposes. Thus,
eqn (2) reduces to

GpcðRÞ ¼
1

rc
NpcðRÞ �Npc

�ðRÞ
� �

(3)

where Npc(R) is the number of minimum distances between
protein and solvent atoms smaller than R in the solution and
Npc*(R) is the same count in the absence of protein–solvent
interactions, that is, appealing to the presence of a ‘‘phantom’’
protein. Npc(R) can be obtained from a conventional protein–
solvent simulation, while Npc*(R) can be obtained by the
random generation solvent molecules around the protein, with
appropriate density.29

We define the ‘‘protein domain’’ as the volume around the
solute where protein–solvent interactions cannot be neglected
(thus, where r o R). The KB integrals as defined in eqn (2)
and (3) can be interpreted as the excess volume occupied by
the cosolvent in the protein domain, relative to a random
distribution.45–47 A positive KB integral indicates an accumula-
tion of solvent molecules in the protein domain. In contrast, if
the KB integral is negative, the solvent is effectively excluded.
One or other result is dependent on the thermodynamics of
solute–solvent and solvent–solvent interactions.

The differences between KB integrals indicate which solvent
component is preferentially found in the protein domain.
The preferential solvation parameter for the cosolvent can be
obtained with, for example,28,33,46,48

Gpc(R) E rc[Gpc(R) � Gpw(R)] (4)

and consists of the number of cosolvent molecules in excess
or deficit in the protein domain, considering the cosolvent
molecular volume in the bulk solution. Eqn (1)–(4) can be
equivalently written for water, and the preferential hydration
parameter is, therefore,

Gpw(R) E rw[Gpw(R) � Gpc(R)]. (5)

A positive Gpc(R) and a negative Gpw(R) indicate that the protein
is preferentially solvated by the cosolvent, thus, that the cosol-
vent molecules accumulate in the protein domain – the protein
is effectively dehydrated. Alternatively, a positive preferential
hydration parameter (and thus negative Gpc(R)) indicates that
the cosolvent is excluded from the protein domain. The former
situation suggests that the interactions of the cosolvent
with the protein surface should favor structures with greater
surface area, while in the latter case the cosolvent avoids the
protein surface, such that the protein will prefer more compact
structures. This picture is used to explain the denaturing effect
of preferential binders or the protecting role of osmolytes for
which preferential hydration is observed.30,49–53 Urea is gene-
rally a denaturing agent, such that preferential binding favoring

structures with greater surface area is expected. Preferential urea
interaction parameters are, therefore, expected to be positive and
accompanied by a negative preferential hydration.1,8,30

Rigorously, the denaturing or stabilizing effect of a cosolvent
depends on the relative stability of its interactions with the
protein in the native versus denatured states. However, it is
generally possible to interpret the role of the cosolvent on the
stability of the protein from the analysis of its interactions with
the native state only, because denaturing agents are found
interact favorably with hydrophobic residues and with the
protein backbone, and these interactions are only magnified
in the denatured states. Alternatively, stabilizers of the protein
structure tend to be excluded from the protein surface, implying a
large relative affinity to water, an effect that is also magnified
when the hydrophobic core of the protein is exposed. Thus, in
most cases, cosolvents that accumulate on the vicinity of the
protein do it even further when the surface of the protein
increases by denaturation, and cosolvents that are excluded
from the protein surface are even further excluded following
denaturation. The determination of the preferential binding
coefficient in the native state is, then, sufficient for the under-
standing of the general stabilizing or destabilizing effects of the
cosolvent on the protein structure. This is in general important,
because the native states are well characterized, while denatured
states are poorly defined in many cases and, in particular, very
hard to probe by molecular modeling or simulations.

Molecular dynamics simulations

Molecular Dynamics (MD) simulations were performed for the
enzyme Burkholderia cepacia lipase (BCL), PDB ID: 1YS154 with
the complexed ligand, hexylphosphonic acid (R)-2-methyl-3-
phenylpropyl ester, removed from the initial crystallographic
structure. This enzyme has three domains: U1 (residues
118–166), U2 (residues 215–261) and C (1–117; 167–214;
262–320) shown in Fig. 1.

The initial configurations were built using Packmol,55,56

containing the protein, water, urea, and Na+ and Cl� ions to
neutralize the net protein charge. 10 systems were constructed
as detailed in Table 1. Only the superficial aspartic (Asp) and
glutamic (Glu) acid residues were protonated, specifically: Asp2;
Asp21; Glu28; Glu35; Asp36; Asp56; Glu63; Asp102; Glu118; Asp121;
Asp130; Asp159; Asp288; Glu302; Asp303, as shown in Fig. 1B. The
pKas of Asp and Glu residues were estimated with the PropKa
tool of VMD to be B4 and B5 for superficial Asp and Glu
residues, respectively.57,58 Therefore, at pH B 3 most of the
side chains are expected to be protonated. As we will show, the
effect of the protonation of the side chain is a local one, thus
the possible incorrect definition of the most probable protona-
tion state of some side-chain does not affect the conclusions of
this work, and the use of rigorous constant pH simulations59,60

is not necessary here.
Simulations were performed using NAMD 2.1261,62 and

figures and visualizations were performed using VMD.57 The
systems were equilibrated as follows: (a) the solvent was relaxed
by performing 1000 steps of Conjugate-Gradient (CG) minimi-
zation followed by 200 ps of MD simulations, with all the
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protein atoms fixed; (b) keeping only the Ca atoms of the
protein fixed, 500 CG minimization steps were performed,

followed by another 200 ps of MD simulations; (c) all the
protein atoms were released, and 2.2 ns of MD simulations
were performed. The final coordinates and velocities of these
last simulations were used to start production runs of 20 ns.
All equilibration and production simulations were performed
in the NPT ensemble at 1 atm and 298.15 K. The pressure
was controlled using a Langevin barostat63 with 200 fs period,
100 fs decay and a piston temperature of 298.15 K. Constant
temperature was set using a Langevin bath64 with a 10 ps�1

damping coefficient. The CHARMM36 force field was used
for the protein,65 and the TIP3P model was used for water.61

The bonded and Lennard-Jones parameters for urea of the
CHARMM36 force-field were used, in association with the
charges of a Kirkwood–Buff force-field (KBFF) for urea.30 This
combination was used because the original KBFF force-field for
urea was defined with a geometrical rule for combining atomic
radii, which is not compatible with the CHARMM force-field for
proteins. We have previously demonstrated that this combi-
nation reproduces quantitatively urea preferential interaction
parameters in protein solvation.29 A 12 Å cutoff was used for
short-range interactions, and long-range electrostatic inter-
actions were computed with the Particle-Mesh Ewald Summa-
tion method.66 10 independent simulations adopting the above
protocols were performed for each system, for a total of 2000 ns
of simulation (10 systems � 10 replicas � 20 ns).

By performing 10 short (20 ns) instead of long simulations
for each system, we guarantee that the BCL structure retains its
native conformation, and obtain sufficient sampling of the
structure of the solvent. Therefore, we studied the solvation
structure of the native state of the protein, without concurrent
non-equilibrium denaturation effects in the time-scale of the
simulations. As discussed in the previous section, the under-
standing of the solvation structures of the native state is usually
sufficient for the interpretation of the denaturing or stabilizing
effects of cosolvents. Thus, the native conformation of BCL was
mostly preserved in the time scale of these simulations (Fig. S12,
ESI†). The analyzes were implemented for this work within the
MDAnalysis tools and are available at http://m3g.iqm.unicamp.br/
mdanalysis, including root mean square deviations (RMSD),
hydrogen bond count (Hbonds), minimum-distance distribu-
tion functions, gmd(r), and Kirkwood–Buff integrals.29,67

Table 1 Molecular systems simulated. 10 independent simulations of 20 nanoseconds were performed for each system

System
Acid residue
protonation Notation

Average cubic box
side length (Å)

Number of molecules/concentration (mol L�1)

Water Urea

1 Deprotonated PW_d 86.95 20 800/56.12 0
2 PWU1_d 88.30 20 800/53.63 400/0.97
3 PWU3_d 87.54 18 130/48.27 1200/3.07
4 PWU6_d 86.27 14 130/39.46 2400/6.52
5 PWU12_d 84.52 8800/26.10 4000/11.80
6 Protonated PW_p 87.03 20 800/56.10 0
7 PWU1_p 88.34 20 800/53.62 400/0.97
8 PWU3_p 87.55 18 130/48.31 1200/3.04
9 PWU6_p 86.27 14 130/39.49 2400/6.50
10 PWU12_p 84.57 8800/26.11 4000/11.79

Abbreviations: P: protein, W: water, U: urea; d: deprotonated acid residues, p: protonated acidic residues.

Fig. 1 Structure of Burkholderia cepacia lipase (PDB ID: 1YS1), showing
(A) the U1 and U2 domains that define the catalytic groove. (B) Surface
acidic aspartic and glutamic residues, which were protonated to emulate
the solution at low pH. The blue sphere is a calcium ion.
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The minimum-distance distribution functions were com-
puted with a discretized version of eqn (1) in which the density
was computed from the average number of minimum-distances
at each 0.1 Å bin. The KB integrals and preferential interaction
parameters were computed according to eqn (3) and (4), and
the preferential hydration parameter according to eqn (5). We
used R = 10 Å, a distance above which MDDFs were converged
for practical purposes.29 In Fig. S16 (ESI†) we show that the
preferential interaction parameters do not vary significantly for
R varying from 7 Å to 14 Å such that R = 10 Å is a safe choice for
the minimum-distance radius of the protein domain. The bulk
densities of water and of the urea, reported in Table 1, were
computed from the simulations at distances r 4 10 Å. In all
figures the standard errors are obtained from the fluctuations
of each property observed in the 10 simulations performed.
Because of the fast convergence of solvation structures, the

fluctuations are sometimes too small to be perceived. Survival
times of hydrogen bonds were obtained by computing a inter-
mittent time-correlation function, consisting on the probability
that a hydrogen bond is found at time t given that it was found
at an initial reference time zero.68 Mono-exponential fits were
used to compute characteristic survival times.

Results and discussion

Lipases are arguably the most important group of proteins used
as biocatalysis in industry, motivating the understanding of
their stability in non-conventional solvents.69 The Burkholderia
cepacia lipase (BCL) structure, studied here, is mostly a-helical,
as shown in Fig. 1. Domains U1 and U2 form a groove whose
aperture is modulated by the polarity of the medium, such that

Fig. 2 Minimum-distance distribution functions (gmd) for water and urea relative to the protein. In each plot, data associated with the deprotonated
(black) and protonated (blue) states of acidic residues are shown. (A) Water–protein MDDFs (gmd(r)) in water and (B) in a B11.8 mol L�1 aqueous solution
of urea (PWU12 system); (C) urea–protein gmd(r) in urea solutions at all concentrations. Standard errors are shown by shadows, and are too small to be
perceived in some cases. In (A and B) arrows indicate the direction of change of the gmd(r) peaks with the protonation of Asp and Glu residues. In (C), the
arrow indicates the change in the gmd(r) according the increment of urea concentrations. The snapshots of the simulations, on the right, illustrate water
and urea interactions with the protein surface, as can be deduced from the distribution functions. Distribution functions for water in solutions of urea of
different concentrations are shown in Fig. S1 (ESI†), and are similar to the ones shown in panel (B).
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enzyme activation occurs at aqueous–organic interfaces.70

Domain C residues are exposed to the solvent at the opposite
position from the active site and are mostly polar. The acidic
superficial residues that might be protonated at low pH are
found predominantly in this region.

Previously,35 we have shown that the interactions of urea
with the BCL occurs with all types of residues’ side-chains and
with the backbone, supporting the presence of direct urea-BCL
interactions. Now, MD simulations were performed for the BCL
enzyme in water and urea, and emulating neutral or acidic pH
conditions, using a force-field which reproduces quantitatively
protein–urea preferential interaction parameters (see Methods).29,30

The solvation structures were obtained from averages of 10 short
(20 ns) simulations such that no denaturation takes place in the
time-scale of the simulations. Minimum-distance distribution
functions were used to probe the effect of the protonation state
of acid residues on the orientation of water and urea at the protein
surface and on specific protein–solvent interactions. We carried out
the protonation of aspartic and glutamic acid side chains of the
surface of the protein, to emulate a pH B 3,71 for which a shift in
urea orientation on the protein surface was reported by Cremer and
co-workers.24 The figures in this article use the following notation
for the systems simulated: P: protein, W: water, U: urea; 1, 3, 6,
and 12 are the urea concentrations used, and ‘‘p’’ and ‘‘d’’
indicate the protonated and deprotonated states of acidic side-
chains. A detailed account of the systems studied is shown in
Table 1, in the Methods section.

The MDDFs computed for water and urea relative to the
protein in different protonation states are shown in Fig. 2.
Water density is increased relative to the bulk at hydrogen
bonding distances (B1.8 Å), as expected. A second peak at
B2.7 Å is characteristic of the second hydration shell. The
protonation of the acidic residues at the surface of the protein
decreases slightly the hydrogen-bonding peak and leads to a
small stabilization of the second peak as shown in Fig. 2A and B.
However, these effects are small. The addition of cosolvent
indicates that the urea stabilizes protein–water hydrogen
bonds, but excludes water molecules from the second solvation
shell and from other non-specific interactions. This is consistent
with experimental evidence that urea can be found frequently
surrounded by water molecules perturbing water structure in the
vicinity of the protein surface,23 and with the substitution of water
by urea at the vicinity of aliphatic groups.19 Nevertheless, urea–
protein distribution functions, shown in Fig. 2C, reveal that urea
also interacts directly with the protein surface through hydrogen-
bonds. The density augmentation of urea at the protein surface is
characterized by a broad band that indicates direct hydrogen-
bonding but also water-mediated and less specific interactions.
Indeed, as shown previously, urea displays interactions leading to
an increased density at the vicinity of charged, polar, and hydro-
phobic residues.19,35 With the increase in urea concentration, its
relative density at the protein surface progressively decreases,
suggesting that the most favorable protein–urea interactions are
saturated. The protonation of superficial acidic residues has only
a minor effect on urea–protein distribution functions (blue curves
in Fig. 2C).

Kirkwood–Buff integrals computed from the MDDFs of
water and urea are shown in Fig. 3. KB integrals correspond
to the difference between the volume effectively occupied by the

Fig. 3 Kirkwood–Buff integrals for water and urea relative to the protein,
computed from minimum-distance counts using eqn (3). (A) Protein–
water KBI without urea and in B3 mol L�1 aqueous urea solutions. (B)
Protein–urea KBIs at different concentrations of the denaturant. KB
integrals for water at other urea concentrations are shown in Fig. S2 (ESI†)
and are similar. The protonation of acidic residues decreases slightly the
KBIs for urea.

Fig. 4 (A) Preferential hydration parameter (Gpw from eqn (5)) and (B)
preferential interaction parameter for urea (Gpc from eqn (4)) at different
concentrations of denaturant. Negative Gpw and positive Gpc parameters
indicate that the protein is preferentially solvated by urea, thus being
dehydrated by the presence of the osmolyte, as expected in most cases
for protein–urea interactions.12,73,77
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solvent in the solution, relative to the volume it would occupy
in the absence of the solute, but with bulk solvent density. The
integrals are negative if the solvent is excluded relative to the
homogenous solution, and positive if the solvent density
increases by the presence of the solute.8,72 The distance-
dependence of KB integrals derived from the MDDFs can be
easily interpreted: the integrals decrease sharply until the first
solute–solvent minimum-distances are found. This sharp
decrease is associated with the van der Waals volume of the
protein. The solvent accumulation at the surface of the protein
compensates partially this excluded volume, and the integrals
increase slightly. Generally, the first and second solvation

shells are mostly determinant for the final KBI values, as
previously observed.29,42 The profiles of the integrals as a
function of the distance between the solute and the solvent
can be easily associated with the corresponding MDDFs.29

As shown in Fig. 3A, water is excluded from the protein domain,
essentially because of the protein steric volume. The density
augmentation at hydrogen-bonding distances observed in the
MDDFs (Fig. 2A and B) is far from being enough to compensate
for the excluded protein volume. On the other side, the accumula-
tion of urea at the vicinity of the protein is able to completely
compensate the excluded protein volume at low urea concentra-
tions (B1 mol L�1). At greater urea concentrations the KBIs are

Fig. 5 Water–protein minimum distance distribution functions (gmd(r)) considering only acidic residue for (A) deprotonated Asp/Glu and (B) protonated
Asp/Glu. Urea–protein gmd(r) with (C) deprotonated Asp/Glu and (D) protonated Asp/Glu. Red arrows indicate the change in the profile with an increase in
urea concentration. These distribution functions can be decomposed into atomic contributions providing information on the orientation of the solvent
molecules,29 (E and F) atomic contributions to the water MDDFs. (G and H) Atomic contributions to the urea MDDFs. In both cases, an inversion of the
orientation of the solvent molecules is observed, as indicated by the formation of hydrogen bonds through the urea or water oxygen atoms. Solvent
atomic contributions to the MDDFs for the other concentrations of urea are available in Fig. S7 and S8 (ESI†).
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negative for similar reasons as those of water KBIs. The fact
that KBIs are generally less negative for urea than for water is
consistent with the picture of the protein being dehydrated.

Preferential interaction parameters (Gpc and Gpw) can be
computed from the KBIs using eqn (4) and (5), and obtained
experimentally. The preferential interaction parameters for
water and urea relative to BCL were computed from the KB
integrals of Fig. 3 and are shown in Fig. 4. The preferential
hydration parameter, Gpw, is negative at all concentrations
probed, as shown in Fig. 4A. Therefore, the density of water at
the protein vicinity is smaller than that expected for an ideal
solution, and the protein is effectively dehydrated in the
presence of urea. The urea preferential interaction para-
meters, Gpc, are positive, as shown in Fig. 4B, and confirm
that urea is concentrated at the protein vicinity relative to its
concentration in the bulk solution. This is the expected result
for most proteins in aqueous solutions of urea.12 The prefer-
ential accumulation of urea increases with increasing urea
concentration until B7 mol L�1, but was observed to decrease
(while still positive) at the highest concentration (Fig. 4B).
This can be the result of the saturation of the urea interaction
sites at the protein surface or force-field limitation for high
urea concentrations. Nevertheless, we will see that the effects of
residue protonation on the urea structure are consistent at all
concentrations.

The preferential interactions with urea suggest that the
denaturant favors structures with greater surface area, justifying
the denaturing effect.73 The protonation of acidic side-chains
decreases Gpw and increases Gpc, as shown in Fig. 4A and B, such
that it promotes the strengthening of protein–urea interactions
relative to protein–water interactions. This is consistent with some
experimental evidence that urea has an increased denaturing
effect at low pH.74–76 Therefore, the protein becomes preferentially
dehydrated, and thus preferentially solvated by urea, in these
solutions, at every pH.

Cremer and co-workers24,25 and by Bakker and co-workers,23

observed an inversion of water and urea orientations at protein

Fig. 6 Average number of urea atoms of each type distant from the side-chain of protonable acidic residues for the 6 mol L�1 urea solution. The
inversion of the configuration of urea molecules is visible by the presence of urea oxygen atoms (red) close to the acidic residues, in the protonated form
but not in the deprotonated form. There is also a significant reduction in the number of urea hydrogen atoms in the immediate vicinity of these residues.
Similar figures for other urea concentrations and for water atoms are available at the ESI† (Fig. S20–S26).

Fig. 7 Survival times and types of hydrogen bonds between urea and the
side-chain of acidic residues for the protein in 6 mol L�1 solution of urea.
(A) Survival times of hydrogen bonds for the deprotonated acidic residues.
(B) Number of hydrogen bonds with the protonated acidic residues act as
hydrogen acceptors or donors of hydrogen (the deprotonated form of the
residues can only act as hydrogen acceptors). (C) Survival times of
the hydrogen bonds with the side chains of acidic residues in the protonated
form. In (A and C) characteristic times and standard deviations computed
from the fits of the data of the simulation replicas are shown. Similar figures
for the other urea concentrations are available as ESI† (Fig. S13–S15).

Paper PCCP

Pu
bl

is
he

d 
on

 0
2 

D
ec

em
be

r 
20

19
. D

ow
nl

oa
de

d 
on

 3
/3

0/
20

22
 8

:2
3:

03
 P

M
. 

View Article Online

https://doi.org/10.1039/c9cp05196a


362 | Phys. Chem. Chem. Phys., 2020, 22, 354--367 This journal is©the Owner Societies 2020

surfaces at low pH. The MDDFs of water and urea considering,
as the solute, only the side chains of acidic residues are shown
in Fig. 5. Fig. 5A and B show that protonation of the side-chains
decrease the stability of their hydrogen-bonds with water
molecules, such that the MDDF peak at B1.8 Å decreases
significantly. The number of hydrogen bonds of these residues
with water also decreases (Fig. S3A, ESI†). Fig. 5C and D show
that the effect of a low pH on protein–urea interactions is more
complex: the hydrogen bonding peak, which is quite sharp for
the deprotonated side-chains, decreases from the B1 mol L�1

to higher urea concentrations. The number of protein–urea
hydrogen bonds is only marginally affected by the protonation
of the acidic side-chains (Fig. S3–S6, ESI†). Most clear, however,
is the significant increase in the peak at B2.7 Å. As these are
distribution functions computed from the minimum-distance
between solute and solvent atoms, the peak at B2.7 Å is
suggestive of the intermediation of the protein–urea interaction
by a water molecule.

MDDFs can be decomposed into atomic contributions,
providing a detailed view of solute–solvent interactions.29

In this case, we decompose the MDDFs for water and urea
relative to the acidic chains states to understand the effect of
protonation. Fig. 5E and F illustrate the contributions of each
water atom type to the total water-distribution around acidic
residues in deprotonated and protonated states, respectively.
For instance, Fig. 5E shows that the hydrogen-bonds between
deprotonated acidic residues and water occur only through the
water hydrogen atoms, as expected. Upon protonation, these
residues become hydrogen-bond donors, and as shown in
Fig. 5F the water oxygen atoms start to contribute to the
hydrogen-bonding peak. These results are expected and indi-
cate that there is an inversion of orientation of part of the water

molecules at the protein surface associated with the protona-
tion of acidic residues.

The decomposition of the MDDFs of urea relative to acidic
residues into atomic contributions is more interesting than
that of water. While the residues are deprotonated, urea can
only form hydrogen-bonds through its hydrogen atoms, as
expected and shown in Fig. 5G. With the protonation of the
side-chains, however, hydrogen-bonding can occur with urea
acting both as hydrogen-donor or acceptor. As shown in
Fig. 5H, the hydrogen-bonding peak appears to be dominated
by urea oxygen atoms. Specifically, the oxygen atom of urea
contributes to 85% of the peak at B1.7 Å, and 36% of the
MDDF at 1.9 Å. In this range of distances only interactions
through hydrogen bonds can be found, and the MDDFs show
that the stronger ones (shorter distances) are formed through
the urea oxygen atom in the protonated state of the acidic
residues. Thus, urea passes from being a hydrogen-bond donor
to both a donor and acceptor, with the stronger hydrogen
bonds occurring through its oxygen atom. The direct counting
of the number of urea atoms, of each type, at each distance
from the protonable residues confirms the orientational shift
suggested by the MDDFs, as shown in Fig. 6.

The change in structure and stability of hydrogen bonds can
be confirmed by the direct analysis of the hydrogen bonds of
urea with acidic residues, shown in Fig. 7. Here, as defined in
VMD,57 a contact was considered a hydrogen bond if two
electronegative atoms X and Y are within 3.0 Å and if the angle
between the X–H and H–Y vectors is less than 201. With this
definition all possible interactions that are usually considered
hydrogen bonds are summed up (thus, while intuitive, the
hydrogen bond analysis loses resolution relative to the MDDFs
shown in Fig. 5).

Fig. 8 Minimum-distance distribution functions for (A and B) water and (C and D) urea, considering the complete protein, all residues except Asp and
Glu residues, and for Asp and Glu residues alone, in each protonation state. The protonation of the side-chains of Asp and Glu affects the distribution
functions around these residues, but the MDDFs relative to the other residues remain essentially unaffected.
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While deprotonated, Asp and Glu residues can only act as
hydrogen bond acceptors. Fig. 7A shows that urea hydrogen
bonds with these residues display a survival characteristic time
of B0.7 ps. When Asp and Glu residues become protonated at
the surface of the protein, they can act both as donor or
acceptors, as shown in Fig. 7B. In the protonated form, Asp
and Glu hydrogen bonds are found to be slightly more likely to
occur with these residues acting as donors, even if urea has 4
polar hydrogen atoms and a single oxygen atom. The survival
times of the hydrogen bonds of urea with Asp and Glu residues
in the protonated form are shown in Fig. 7C. Upon protonation,
the survival times of the hydrogen bonds in which Asp and
Glu act as acceptors slightly decrease (from B0.7 to 0.45 ps),
thus becoming less stable. Interestingly, the survival times
hydrogen bonds in which Asp and Glu residues act as donors
are much greater (B2.5 ps). This is consistent with their shorter
interaction distances observed in the MDDFs, and explain how
urea can finally form more hydrogen bonds with the protonated
acidic residues using its oxygen atom than using its four
hydrogen atoms. Also, the increased stability of these hydrogen
bonds, associated with the destabilization of water–protein
interactions explain why the protein is further dehydrated

when protonated, as shown by preferential interaction para-
meters (Fig. 4).

Therefore, the interactions of urea with the side-chains of
acidic residues are significantly affected by protonation, with
urea assuming the role of a hydrogen bond acceptor. These
atomic contributions of the protein–urea MDDFs are consistent
with the reorientation of the urea molecules at the protein
surface observed experimentally.24 This shift was interpreted as
an indication that urea should denature proteins by indirect
mechanisms because the molecular interactions are different
in each orientation despite urea acting as a denaturant at every
pH. Here we will show that the interactions of urea with the
protein backbone and other residues are not affected by the
protonation of acidic residues, and thus are consistent with the
most accepted denaturing effect by direct interactions.

In Fig. 8 and 9 we show the MDDFs and hydrogen bond
analysis computed considering, as the solute, subsets of the
protein structure not including the superficial acidic residues.
In Fig. 8 we show the MDDFs computed considering as the
solute all residues except acidic ones (red lines). By comparing
these distribution functions in the protonated and deprotonated
states of the protein, it is evident that protonation does not affect

Fig. 9 Number and survival times of hydrogen bonds between BCL and urea at B6 mol L�1, considering only residues not forming direct contacts with
superficial acidic residues in the crystallographic structure (similar plots and overall statistics of hydrogen bonds for other concentrations can be found in
Fig. S17–S19 and Table S1, ESI†). Characteristic survival times (in ps) obtained from the single-exponential fit and standard deviations within simulations
are shown.
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the solvation of other residues (detailed decompositions of the
distribution function in different protein subsets are shown in
Fig. S9 and S10, ESI†). The perturbation in the protein–solvent
interactions is local and restricted to acidic side-chains. Fig. 9
shows that hydrogen bonds between urea and all other (not
superficial-acidic) residues are also invariant, confirming the
locality of the protonation effects. Hydrogen bonds formed by
urea with the protein through its oxygen atom (BCL as donor)
are more stable than those formed through its hydrogen atoms
(BCL as acceptor) as judged by their survival times.

Given that the hydrogen bonds with the protein backbone
are generally considered important for solvent-induced protein
denaturation, we highlight in Fig. 10 the MDDFs for water and
urea relative to the protein backbone atoms only, their atomic
compositions, and the number of backbone–solvent hydrogen
bonds. The MDDFs of Fig. 10A and B show that both water and
urea form hydrogen bonds with the backbone of BCL, and that
there is a second solvation peak for urea at B3.3 Å. This second
peak suggests that there are urea molecules that interact with
the protein backbone intermediated by a water molecule, or
might be indirect accumulation of urea in the neighbourhood
of the backbone by its interactions with the side-chains.

The important observation here is that, however, the protona-
tion of acidic side-chains leads only to minor perturbations of
these distribution functions. That is, the effect of protonation
of the side-chains is not propagated decisively to water–back-
bone and urea–backbone interactions. There is no inversion in
urea orientation in the vicinities of the protein backbone
(Fig. 10C and D). Urea–backbone hydrogen bonds occur with
urea acting exclusively as a hydrogen donor, and no shift in the
atomic contributions to the MDDF can be observed at greater
distances. Similarly, the number water–backbone and urea–
backbone hydrogen bonds is essentially unaffected by the
protonation of the acidic side chains (Fig. 10E and F).

Conclusion

At low pH, the side-chains of acidic residues at the surface of
proteins are expected to be protonated affecting the interactions
of the protein with the solvent molecules. MD simulations with
specialized force-fields and minimum-distance distribution
functions allow a precise characterization of these interactions.
Protonation of acidic side-chains increases slightly the strength

Fig. 10 Solvent–backbone interactions: minimum-distance distribution functions for (A) water and (B) urea with protein backbone atoms. Deprotonated and
protonated systems are represented by dashed and solid lines, respectively. The protonation of the acidic side-chains affects only marginally the distribution
functions, thus the general properties of backbone solvation are not altered. (C and D) show that the atomic contributions to urea–backbone MDDFs are not
altered either, such that there is no inversion in urea configuration in this case. The number of hydrogen-bonds of the BCL backbone with (E) water and (F) urea
molecules is also insensitive to the protonation of the acidic side-chains. Fig. S11 (ESI†) shows the MDDFs computed for the amine and carbonyl groups of the
backbone and confirm that hydrogen bonding with urea occurs predominantly with the carbonyl groups.
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of protein–urea interactions relative to protein–water inter-
actions, such that the preferential dehydration effect is increased
and the denaturing effect of urea might be maximized in acidic
media. This occurs because the water–protein hydrogen bonds are
destabilized by protonation, while protein–urea hydrogen bonds
in which urea acts as a hydrogen bond acceptor are more stable
than those in which it acts as a hydrogen bond donor. The
protonated acid side-chains interact with the solvent molecules,
particularly with urea, through the inversion of the configuration
of the hydrogen bonds. Urea acts an hydrogen bond donor for
the negatively charged side-chains, but also (and preferentially)
as a hydrogen bond acceptor for the protonated side-chains.
Therefore, there is reorientation of the urea and water molecules
induced by the change in pH, consistently with the experimental
spectroscopy data.23,24 Nevertheless, this shift in the nature of the
protein–urea interactions is localized on the acidic side chains.
The distribution functions of urea and water relative to the
protein for all other residues are essentially unaffected. In parti-
cular, the interactions of urea with the protein backbone and with
non-polar residues are preserved in strength and chemical nature,
and support the most accepted mechanisms of urea-induced
denaturation by direct interactions.
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